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1. Introduction

It is well known that the structures and func-
tions of living things are composed of many kinds
of proteins. Proteins are the general class of poly-
mers, which are simply linear molecules composed
of 20 different amino acids, but they fold them-
selves and develop a complicated space structure
and have chemical and physical functions which
originate from the structures!). Since the sequence
of amino acids are generated according to the DNA,
it is necessary to investigate the relationship be-
tween the structure/function of proteins and DNA
sequences,/amino acid sequences in order to under-
stand the mechanism of life. This is because this
knowledge is useful from the viewpoint of biology,
medical science, protein engineering and so on.

Today, the encoding rule was found and it is

easy to encode DNA sequences into amino acid se-

quences. But unfortunately, there is no method
of predicting the structure and the function of un-
known proteins accurately from DNA sequences or
amino acid sequences. Although much effort has
been made for accurate prediction, we cannot get
their structures by calculation.

Instead of accurate calculation, there are some
techniques to estimate the functic;ns approximately
using known proteins data?). In this case, amino
acid sequences are treated as character strings and
are retrieved focusing on similarity. Figure 1 shows
an example of such a sequence. Each amino acid is
represented by one character.

The function estimation by retrieval is classified
into two types. One is called ”Homology retrieval”,
which estimates the function of the gene based on
the general similarity of the arrangements. The

other is called "Motif retrieval”, which estimates
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the function using the common pattern in func-
tionally resembling arrangements.

As a technique for homology retrieval, there is
a classical algorithm called dynamic programming
(DP)3). Recently, the genome database has in-
creased drastically in size, and DP is disadvan-
tageous in the retrieval of the whole array data
base because of its calculation time. As a result,
high-speed retrieval algorithms such as the BLAST
meth0d4) or the FASTA method®) were developed
in order to save the calculation time. At present the
most popular method for genome data retrieval is
PSI-BLAST®).

In this study, we propose a new method for de-
terming a similarity discriminant of amino acid se-
quence information based on the concept of homol-

ogy retrieval using data compression.

HBAZ(BENMOGLOBIX ZETA CHAIN) match = 110141 {78%)

House: SIMKNERAIINGMUEKMAAQARPIGTETLERLFCSYPOTKTYFPHFDIBHGSQQLRARGE
Bumen: SLTKTERTIIVSHWAKISTQADTIGTETLERLFLSHPQTKTYFPHFDLHPGSAQLRAHGS

Mouse: KIMTAYGDAVKSIDNLSSALTKISELHAYILRVDPVNFKLLSHCLLVTHAARFPADFTPE
Buran: KVVAAVYGDAVKSIDDIGGALSKISELHAYILRVDPVNFKLLSHCLLVTLAARFPADFTAE
House: VHEAUDKEMSILSSILTEKYR
Human: AHAAUDKFLSVVSSYLTEKYR

Fig. 1 An example of an amino acid sequence of
a human and mouse.

2. How to classify amino acid

sequences

In this section, we show the idea of how to clas-
sify sequences using the text compression method.
Today there are various methods for data com-
pression. They are divided into two classes: loss-
less compression and lossy compressi0117). Focus-
ing on the lossless compression method, approaches
to text compression can be divided into two classes:

statistical methods and dictionary based compres-

sion methods®). The dictionary method was de-
veloped by Ziv and Lempelg) and "LZ77” is one
representative.

The dictionary method achieves compression by
replacing groups of characters or phrases with in-
dices in a dictionary. The dictionary is a list of
characters or phrases that are expected to appear
frequently. In general, the length of the indices
is smaller than characters or phrases themselves,
thereby we say the text is compressed.

There are two remarkable features about dictio-
nary based compression.

@ The created dictionary depends on the content
of the text.

@ The created dictionary is available for compress-
ing other texts.

Now we will denote a text as T}, a dictionary
generated from T; as D;, and define a compression

ratio R(T;, D;) as follows.

Compressed length of T; by using D;

R(TL;, D) = Original lengthof T;

Assume we have three texts Ty, T and T,. If the
content of T; resembles Ty, the following relation-

ship is obtained.
R(Tanl) > R(Tm DZ)

If the content of T, resembles neither T} nor Tb,
then
R(T,,D;) ~ R(T,,D;) >> 0.

If we create n dictionaries by compressing n proper
texts, a text T, is characterized by the dictionar-
ies. It means that T, can be expressed by an n-

dimensional vector K.
K. = (R(T,,D1), R(T;, D), ..., R(Ts, D,)).

The space, the axis of the space, and the vector

in this space are called ”Space of Data Compres-
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sion(SDC)”, "SDC basis”, and "Feature vector”,
respectivelym) .

Functions of unknown text data can be estimated
by cluster analysis of feature vectors in SDC. Figure

2 shows a schematics of the proposed method.

(a)

Fig. 2 Schematics of the proposed method.
{a)Creation of SDC. (b) Known feature vectors are
placed in SDC. (c)Clustering of the feature vectors,
(d)Estimation of unknown data.

This method is simple and powerful, and we can
apply it not only to protein family classification!),
but also to the recognition of audio data and image

datal? 13),

3. Dictionary Generation by Ge-

netic Algorithm

In the previous section, we showed that the amino
acid sequences are classified properly by using the
text compression method. As we can see, the per-
formance of this method depends on the quality
of the dictionaries. If each dictionary has proper
strings in it, the performance becomes better, but
if not, a resolution becomes worse and we cannot
classify proteins accurately. It is important to pick
up some amino acid sequences which create good

dictionaries, but we can hardly tell which protein

data are appropriate for creating good dictionaries.
Fortunately, amino acid sequences are just treated
as character strings in our method. It implies that
artificially generated string codes can be used as
ideal dictionaries.
In this section, we attempt to generate the ideal
sequences for classification of amino acid sequences

by introducing a genetic algorithm15).

3.1 Algorithm for Generating Ideal
Dictionaries

Now we show a concrete process for dictionary gen-
eration by GA. The aim of the operation is to gen-
erate dictionaries which classify all data into clear

clusters.

< initialization >

In orderlto make up clusters, we introduce a new
vector called ”the representative vector.” By con-
sidering that each feature vector belongs to the
nearest representative vector, the space is segmented
by them and we can treat them as clusters. It fol-
lows that the number of representative vectors cor-
responds to the number of clusters.

Wf: introduce two kinds of chromosomes. One is
the sequence of character strings which is used as a
dictionary(denoted by ChromoA;), and the other
is the sequence of representative vectors (denoted
by ChromoB;). The length of ChromoA, is fixed,
but that of ChromoB; is variable and the maxi-
mum length is given in advance. In the initial con-
dition, ChromoA are created at random. Figure 3
shows an example of ChromoA;.
< repetition >

This part is composed of two phases. One is to

optimize ChromoA and the other is to optimize

-3 -



svkpnpihykyttrvwqvrdptyegakkyipgecavpwvlwlakfitttihsyqyg fmig. ..

Dictionary 1 . Dictionary 2

Fig. 3 An example of ChromoA;.

ChromoB.

[Phase 1] Genetic operation for dictionary
generation
In this phase, compression dictionaries are evolved

by GA operation.

(STEP 1) Crossover

A pair of chromosomes are chosen at random and
the crossover point is selected randomly. Two new
chromosome are generated by exchanging the seg-
mented part. As the crossover point is the same in
each chromosomé, the length is invariable.
(STEP 2) Mutation

Characters in each chromosome are forced to change
stochastically. In order to keep the length of the
chromosome, neither "Elimination” nor ” Addition”
is carried out.
(STEP 3) Evaluation

Evaluation and natural selection of the dictio-

nary is executed in Phase 2.

[Phase 2] Genetic operation for representa-
tive vectors
In this phase, representative vectors are evolved

by GA operation.

(STEP 0) Initialization

The feature vectors are created by compressing
the data using the dictionaries in Chromo4,;, and
m ChromoB are generated at random. Here m is

150.

(STEP 1) Crossover

Two chromosomes are chosen at random, and
crossover is executed at a random point. If the
length becomes less than 2 (we need two or‘more
representative vectors for classification!), a new rep-
resentative vector is generated randomly and at-
tached to the short chromosome. If the length be-
comes larger than the maximum length defined in
advance, some representative vectors in the chro-
mosome are chosen randomly and deleted.
(STEP 2) Mutation

A representative vector is chosen at random, and
one of the following operations is executed: ”Elimi-
nation”, ” Addition”, and ” Change.” ”Elimination”
is to eliminate the representative vector, ”Addi-
tion” is to add a new random representative vector,
and "Change” is to change the component values
of the vector at random.
{STEP 3) Evaluation

Evaluation function is composed of three terms.
Ev =aT} + 875 + +T5s.

T} is an average of mixture ratio. It is necessary for
each cluster to contain just one kind of feature vec-
tor. A mixture ratio of each cluster ¢; is calculated
as

M

i =—,
ne

where n,, is the number of feature vectors of & ma-
jor family in the cluster, and n, is the total number

of feature vectors in the cluster. T is calculated as

Ty :“;M‘Zti,

where M is the number of clusters.
T, is a distribution ratio in the margin region. In
order to classify the data clearly, we need to prepare

a margin at the boundary of the clusters, where



feature vectors should not be placed. Definition of

this term is as follows:

n
T2=1— ma’
nr

where ny,, is the number of feature vectors in the
margin region, and ny is the total number of fea-
ture vectors.

T3 is the ratio of representative vectors. If all
of the data are composed of n kinds of families,
it is preferable to divide the space into n regions.

Definition of this term is given as follows:

1
TN, = N+ 1

T
where N, is the number of representative vectors
and N, is the number of families.

{(STEP 4) Natural selection

ChromoB; is ranked according to evaluation and
selected for all j. ChromoB; with higher evalua-
tions remains alive, and lower ones are deleted (the
ranking selection).
(STEP 5) Termination

The above genetic operation is repeated 60 times.
After that, the elite with highest evaluation is regis-
tered as ChromoB;. These operations are executed
for all ChoromoA;, and they are ranked according
to the evaluation value. The top 10% ChromoA;
remains alive with ChrorﬁoB,-, and the remaining

ChromoA is alive without ChromoB.

Calculation terminates, if the evaluation value of
the elite reaches a certain value given in advance,

or the number of repetition reaches a certain value.

3.2 Experimental Results

In this experiment, we used the data of proteins

shown in the previous section. As the data are

composed of three families, we adopted a two di-
mensional SDC. Figure 4 is the case where the mar-
gin rate is 0.6. We can find all data are classified
properly in the final generation. Figure 5 is the
time evolution of the elite dictionaries generated in

figure 416),
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Fig. 4 Time evolution of making up the cluster.

Margin rate is 0.6.

Generation Dictionacy 1 Dictionary 2
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eskwltewnmdprelpwelflastvthyic
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wvlnpagghoqnamglastihgpfwtvowy
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wiafpagwawqnatglaftihipfwyvewa

pkpsdsksctmnvhvygmpgaetpntweke
tyqqipawwapgadvacenilydqfemtsf
mhgtyrrigfwaraidfhgtpagrqashke
nhkvnategqgpgaedvcnadpewwiasheq
hhannwregpptwhdvclrdrrgikrfdre
hhannwtegpptwhdvelrdrrgikridre

Fig. 5

An example of time evolution of the elite

dictionaries.

4. Discussion and Conclusion

In this paper, we applied the concept of Space

of Data Compression to classification of proteins.
First, we created dictionaries from the known data
and showed it is possible to classify proteins into
proper families. Next, we generated ideal dictio-
naries by genetic algorithm and classified data into
some families.

The advantage of the proposed method is the

common patterns in functionally resembling arrange-



ments are obtained in the process of text com-
pression. It implies that there is a possibility to
find "Motif” automatically by analyzing the cre-
ated dictionaries. We consider this is one of the
important future works.

In this paper, we just showed the result of a
small-scaled experiment and did not compare with
the other methods. Now we are making an experi-
ment on a large scale in order to show the validity

of the proposed method.
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