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1. Introduction

The rapid growth in the number of multimedia

applications has resulted in new demands of mul-

timedia data processing, such as the flexibility to

access the content of video data in the semantic

level. These demands are supported by the emerg-

ing video standards MPEG-4 and MPEG-7 which

are not only concentrating on efficient compression

methods, but also provide the user with greater

flexibility to access and manipulate the content of

multimedia data (i.e. the video contents).

In order to obtain the content of a video se-

quence, an input video sequence must first be seg-

mented into an appropriate set of arbitrarily shaped

semantic objects. The problem is how to extract

the shape information of the semantic object in-

side the video sequences. Many video object seg-

mentation algorithms have been developed over the

years. These algorithms can be broadly classified

into two types i.e., automatic segmentation (e.g.,

1)), and semi-automatic segmentation (e.g.2)). The

automatic segmentation method tracks the seman-

tic object from a-priori information such as, color

texture and motion. Until now, there is no guaran-

tee that any of the automatic segmentation result

will be semantically meaningful, since a semanti-

cally meaningful object may have multiple colors,

textures and motions 3). On the other hand, the

semi-automatic method offers more feasible solu-

tions. This method involves human assistance to

provide the knowledge of semantically meaningful

object on an initial frame, then a tracking mecha-

nism is employed to segment the semantic object

on the successive frames.

We have proposed a framework of semi-automatic

video object segmentation based on Learning Vec-

tor Quantization (LVQ) 4). In our previous work,

we presented the video object segmentation using

the combination of spatial feature (pixel position

coordinates) and color features (YUV) for LVQ-

based video object segmentation. The problem of

the previous work is that the algorithm is not ro-
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bust for some cases such as the object color is sim-

ilar to its background (the object tree in Fig. 1)

and the object is moving too fast (the object play-

er’s hand in Fig. 2). Addressing to these prob-

lem, we improve our semi-automatic video object

segmentation by combining motion feature with s-

patial and color features for classifying each pixel

into object or background classes. To provide the

motion feature we employ Phase-Only Correlation

(POC) function 5, 6)– an image matching technique

using the phase components in 2-Dimensional Dis-

crete Fourier Transforms (2-D DFT)of given im-

ages. Due to the complexities of motion in a video

sequence, to estimate motion requires the high-

accuracy matching of small image blocks. We em-

ploy hierarchical search strategy to find the best

matching image block. Experimental observation

shows that POC-based hierarchical searchthis method

exhibit better matching performance than the method

using the combination of SAD (Sum of Absolute D-

ifferences) and full search strategy in general 7).

Our experiments with MPEG-4 standard video

sequences demonstrate that the proposed method

is robust to video sequences which are not suited

with our previous work.

2. Fundamentals of the Algo-

rithm

This section gives a brief explanation of our pre-

vious work where the video object segmentation

method only used the spatial and color features.

Next, we explain the phase-based image matching

and hierarchical search strategy to find the motion

vector between two adjacent frames. The last part

explains how to combine the spatial, color and mo-

tion features into one framework.

2.1 Previous Work

We have developed a LVQ based video objec-

t segmentation using spatial and color features 4).

We use a 5-D feature vector x ∈ <5 to represen-

t each pixel of a video frame. Pixel coordinates

(s1, s2) and YUV color components (y, u, v) are in-

tegrated together to form a single feature vector.

To prevent domination by any one feature, all fea-

tures should be normalized. The Y component of

YUV color space y is normalized as

ỹ =
y − µ(y)

σ(y)
, (1)

where ỹ is the normalization of y, µ(y) is the mean

of y and σ(y) is the standard deviation of y. This

normalization is also done for u, v, s1 and s2 fea-

tures.

While this approach is better than using pixel

position only or color information only, it is not

robust enough to handle a wide variety of video

sequences. This is due to the different properties

of spatial and color information. We introduce a

parameter K to adjust the balance between pixel

coordinates and YUV color components to form a

single 5-D feature vector:

x = (s̃1, s̃2, Kỹ, Kũ, Kṽ). (2)

We create segmentation result by employing Vec-

tor Quantization (VQ) to 5-D feature vectors, and

classify all pixels into object or background class-

es. The LVQ algorithm is then use to provide op-

timal determination of the appropriate set of code-

book vectors and their classes that correctly ap-

proximates the segmentation result

The problem of the previous work is that the

algorithm is not robust for some cases such as the

condition in Fig. 1 and Fig. 2. In Fig. 1), the ob-

ject (tree) color is similar to its background (home
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Fig. 1 　 The object (tree) has similar color with

background.

Fig. 2　 The movement of object (player’s hand)

is too fast.

and small trees) and in Fig. 2 the player’s hand is

moving too fast. Another problem is that we have

to adjust parameter K to achieve good segmenta-

tion results. We need to try a set of parameter K

to decide the best K for each video sequence. Fur-

thermore, the optimal parameter K is obtain by

evaluating the last frame error or the error of the

next key-frame 4). This method is not feasible and

take a lot of time. In our proposed algorithm, we

found that by moving the codebook vectors spatial

components based on their valid motion vectors,

we can omit parameter K, thus we do not depend

on the next key-frame to define the best K again.

2.2 Motion Estimation using Phase-

Based Image Matching

Consider two N1 × N2 images, f(n1, n2) and

g(n1, n2), where we assume that the index ranges

are n1 = −M1, · · · , M1 and n2 = −M2, · · · , M2 for

mathematical simplicity, and hence N1 = 2M1 + 1

and N2 = 2M2 +1. Let F (k1, k2) and G(k1, k2) de-

note the 2D Discrete Fourier Transforms (2D DFT-

s) of the two images.

Refer to the original POC function, the cross-

phase spectrum (or normalized cross spectrum) R̂(k1, k2)

is defined as

R̂(k1, k2) =
F (k1, k2)G(k1, k2)

|F (k1, k2)G(k1, k2)|

= ejθ(k1,k2), (3)

where G(k1, k2) denotes the complex conjugate of

G(k1, k2) and θ(k1, k2) = θF (k1, k2) − θG(k1, k2).

The Phase-Only Correlation (POC) function r̂(n1, n2)

is the 2D Inverse Discrete Fourier Transform (2D

IDFT) of R̂(k1, k2) and is given by

r̂(n1, n2) =
1

N1N2

∑

k1k2

R̂(k1, k2)W
−k1n1

N1
W−k2n2

N2
,(4)

where
∑

k1k2
denotes

∑M1

k1=−M1

∑M2

k2=−M2
.

Now consider fc(x1, x2) as a 2D image defined

in continuous space with real-number indices x1

and x2. Let δ1 and δ2 represent sub-pixel displace-

ments of fc(x1, x2) to x1 and x2 directions, respec-

tively. So, the displaced image can be represented

as fc(x1 − δ1, x2 − δ2). Assume that f(n1, n2) and

g(n1, n2) are spatially sampled images of fc(x1, x2)

and fc(x1 − δ1, x2 − δ2), and are defined as

f(n1, n2) = fc(x1, x2)|x1=n1T1,x2=n2T2
,

g(n1, n2) = fc(x1 − δ1, x2 − δ2)|x1=n1T1,x2=n2T2
,

where T1 and T2 are the spatial sampling interval-

s, and index ranges are given by n1 = −M1, · · · , M1

and n2 = −M2, · · · , M2. The POC function r̂(n1, n2)

between f(n1, n2) and g(n1, n2) will be given by

r̂(n1, n2)

'
α

N1N2

sin{π(n1 + δ1)}

sin{ π
N1

(n1 + δ1)}

sin{π(n2 + δ2)}

sin{ π
N2

(n2 + δ2)}
,(5)
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Fig. 3 　 Function fitting for estimating the peak

position.

where α <= 1.

We use eq. (5) — the closed-form peak mod-

el of the POC function — directly for estimating

the peak position by function fitting. By calculat-

ing the POC function for two images f(n1, n2) and

g(n1, n2), we can obtain a data array of r̂(n1, n2)

for each discrete index (n1, n2), where n1 = −M1, · · · , M1

and n2 = −M2, · · · , M2. It is possible to find the

location of the peak that may exist between image

pixels by fitting the function (5) to the calculated

data array around the correlation peak, where α,

δ1, and δ2 are fitting parameters. Figure 3 shows an

example, where eq. (5) is fitted to the data array

of r̂(n1, n2). A spectral weighting technique and

a windowing technique are used to reduce aliasing

and noise effects and to overcome the periodicity

effect in DFT, respectively.

2.3 Hierarchical Search Method

The hierarchical search method employs POC

function above. Then, this algorithm employs (i)

a coarse-to-fine strategy using image pyramids for

robust correspondence search with POC function,

and (ii) a sub-pixel window alignment technique

for finding a pair of corresponding points with sub-

pixel displacement accuracy. In the first stage (i),

we estimate the the corresponding points search

with pixel-level accuracy using phase-based hier-

archical search with coarse-to-fine strategy. Thus,

the estimation error becomes less than 1 pixel for

every corresponding point. The second stage (i-

i) of the algorithm is to recursively improve the

sub-pixel accuracy of corresponding points by ad-

justing the location of the window function with

sub-pixel accuracy. As a result, the coordinates of

corresponding points are obtained with sub-pixel

accuracy. (See 6) for deeper discussion and analy-

sis of for subsection 2.3 and 2.2 ).

2.4 Combining Spatial, Color and Mo-

tion Features

Our proposed method combine the motion vec-

tor into the 5-D feature vector from our previous

method, in which the feature components are pix-

el coordinates and color in YUV color space. Our

basic idea is to classify each pixel not only base on

color and coordinate features, but also base on mo-

tion feature. In this case our proposed algorithm

assumes that every pixel of the frame has its mo-

tion vector. However, since it is not feasible to do

motion estimation for every pixel, we take a set of

reference points. Let frame I and J as two adja-

cent frames, set the reference points m = (m1, m2)

in I, where H is the amount of reference pixels

and mh(h = 1, 2, · · · , H). Find the motion vectors

d(m) using POC based hierarchical search motion

estimation for all reference points mh. Given a fea-

ture vectors u = (u1, u2) in image I, we find the

reference point mb that is the nearest to u in terms
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of Euclidean distance, where

b = argmin
h

{‖u − mh‖} , (6)

Thus, the motion vector of u is given by the

motion of mb i.e. d(mb).

To combine spatial, color and motion features,

a 6-D feature vector is created in which the 6th

component is normalized motion vector ˜d(m), and

the spatial components are s̃1 and s̃2. Due to the

coarse result caused by the usage of reference pixel

for motion vector, we need to introduce a weight

parameter τ to motion vector. Thus, we form a 6-D

feature vector with τ for motion vector adjustment

as x = (ỹ, ũ, ṽ, s̃1, s̃2, τ
˜d(m)).

To classify each pixel using pixel-wise classifi-

cation by Vector Quantization (VQ), we also need

to find the motion vectors of codebook vectors s-

patial components. Let the spatial components of

codebook vectors be j = (j1, j2) in I. Find the

motion vector of j using POC based hierarchical

search motion estimation and move j with respect

to its motion vector as follows. Let j as the code-

book vector spatial feature in frame I and d(j) as

its motion vector. Then the updated spatial com-

ponents of codebook vector frame J is

q(j) = j + d(j) (7)

VQ uses P codebook vectors pi ∈ <(i = 1, 2, · · · , P )

to group the feature vectors x ∈ < (correspond-

ing to pixels of a frame) into P cluster. In our

case, each codebook vector pi has its own class la-

bel (object or background). We classify each pixel

of a frame into object class or background class

based on VQ as follows. Given a feature vector x,

we find the codebook vector pc that is nearest to

x in terms of Euclidean distance, where

c = arg min
i

{‖x − pi‖} . (8)

in which x = (ỹ, ũ, ṽ, s̃1, s̃2, τ
˜d(m)) and

pi = (ỹ, ũ, ṽ, ˜q(j)1, ˜q(j)2, τ ˜d(j)).

The class of the pixel is given by the class of

its nearest codebook vector pc. In other words, the

P codebook vectors partition (or quantize) the 6-D

vector space into P nearest neighbor regions known

as Voronoi regions. Within the Voronoi region of

pi, the feature vectors (pixels) are labeled with the

class of pi.

Using the function fitting eq. (5) we get the

POC peak level α. To define the validity of a mo-

tion vector, we set a certain threshold value T for

α as follows:

α

{

>= T motion vector is valid

< T motion vector is not valid
(9)

This is done to both reference pixels and codebook

vectors motion vectors.

The validity of motion vector is implemented

on LVQ algorithm. The LVQ algorithm starts with

the random initialization of P codebook vectors

pi (i = 1, 2, · · · , P ). In practice, this is done by

choosing P pixels from the video frame randomly

as initial codebook vectors. Each codebook vec-

tor is given the majority class of pixels within its

Voronoi region.

For supervised learning of LVQ, an individu-

al learning rate γi(t) is assigned to each codebook

vector pi. Given a feature vector x whose classi-

fication is known in advance, if the motion vector

is not valid then the following formula is used to

update the nearest codebook vector pc:

pc(t + 1) = pc(t) + s(t)γc(t) [x(t) − pc(t)] , (10)

where t and γc(t) denote the training step and
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learning rate for pc, respectively, and

s(t) =























+1 if x(t) and pc

belong to the same class,

−1 if x(t) and pc

belong to different classes.

(11)

The other codebook vectors pi(i 6= c) remain the

same. Hence, if the class label of pc matches that

of x, then pc moves toward x. Otherwise, it moves

away from x. This training algorithm is called

LVQ1. For fast convergence of eq.(11), we can op-

timize the learning rate γc(t) using the following

equation:

γc(t) =
γc(t − 1)

1 + s(t)γc(t − 1)
. (12)

The combination of LVQ1 with this optimization

formula is called Optimized Learning Vector Quan-

tization 1 (OLVQ1) 8). During training of the code-

book vectors, the supervised learning process of

OLVQ1 is repeated for many training steps chang-

ing the feature vector x each time to determine the

optimal set of codebook vectors.

3. Video Object Segmentation

System

This section describes the video object segmen-

tation framework for a temporal video segment con-

sisting of many frames. The system flowchart is

shown in Fig. 4. The LVQ codebook vectors are

trained in the key frame to approximate the objec-

t shape as described in the previous section. For

the subsequent frames, the object is segmented au-

tomatically. For each frame, the LVQ codebook

vectors obtained in its previous frame are used to

classify the pixels of the current frame into object

or background. The classified pixels are then used

as training data for supervised learning to update

the LVQ codebook vectors for segmenting the nex-

t frame, hence propagating the semantic informa-

tion. This process is repeated until the last frame.

Described below are the steps of the flowchart in

Fig. 4.

A. Manually define the object of interest

The semantic object is manually defined with user

assistance in a particular key frame. Each pixel of

the key frame is manually classified as either “ob-

ject” or “background”. This manual segmentation

provides the initial training data for the LVQ code-

book vectors in Step D.

B. Normalize spatial and color feature vectors

In this step, Each pixel of the key frame is repre-

sented by a 6-D feature vector. In this step, motion

feature has not been included yet. Therefore, we

set the motion vector to 0 value. To reduce domi-

nation of the feature vector by any one component,

each component is normalized by parameters µ and

σ, as described in 2.1.

C. Initialize LVQ codebook vectors

Initialization of codebook vectors is done by ran-

domly choosing P pixels from the key frame as

codebook vectors. Each codebook vector is as-

signed the majority class label of pixels within its

Voronoi region, as explained in subsection 2.4.

D. Train LVQ codebook vectors

Training of codebook vectors is performed to learn

the shape of the segmented object. The codebook

vectors are trained using OLVQ1 algorithm described

in subsection 2.4. We use 20000 total training steps

and the initial learning rate γi(0) is 0.4 for all code-

book vectors pi. To save computation time, only

codebook vectors which do not have valid motion

vector are trained. However, to update the color in-

formation, we train all codebook vectors for every
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4 or 5 frames.

E. Get the next frame

The next frame in the temporal segment is loaded.

F. Set reference pixels for estimating motion

Take a set of reference points in image I. In our

experiments, we take a reference pixel for every 8

pixels.

G. Estimating motion for reference pixels

Estimating motion for every reference pixel by search-

ing the corresponding point in sub-pixel level in

frame J using POC-based hierarchical search method

(subsection 2.2).

H. Estimating motion for codebook vectors

spatial components

Estimating motion for every codebook vector s-

patial components by searching the corresponding

point in sub-pixel level in frame J using POC-based

hierarchical search method (subsection 2.2).

I. Move codebook vectors spatial components

with respect to its motion vectors

In this step, we only use the valid motion vector

by setting a threshold value for POC peak value α

(eq:11). In our experiment, we set the threshold

to 0.5. If the α is below 0, 5 then we consider the

motion vector to 0 (no movement).

J. Normalize all feature vectors

In this step, the motion feature is included as de-

scribed in eq. 2. The feature vectors of the loaded

video frame are normalized with parameters µ, σ

and τ , as described in subsection 2.1.

K. Pixel-wise classification by VQ

Pixel-wise classification of the video frame into ob-

ject class or background class is done to create the

segmentation result. The pixel wise classification

by VQ, as described in subsection 2.4, is carried out

using the codebook vectors trained in the previous

frame. Each pixel is labeled object or background

depending on the class of its nearest codebook vec-

tor.

L. Removal of segmentation noise

Color similarities between the background and the

object may sometimes result in segmentation noise

in the form of small, scattered disjoint regions. This

is because the projection of a 6-D Voronoi region

onto 2-D image plane is not necessarily continu-

ous. To reduce this noise, we introduce a post-

processing step using median filtering for removing

the small regions. Thus, we obtain the segmented

object.

M. End of temporal segment?

The algorithm terminates if the end of the temporal

segment is reached. Otherwise, the segmentation

result of Step L is used to update the LVQ code-

book vectors for classifying the next frame (repeat

from steps D to M).

In practice, to reduce computation time, in-

stead of using all the pixels of the video frame, we

employ a rectangular window that encloses the ob-

ject of interest by a small margin. The size of the

margin is dependent on the expected movement of

the object between frames. In our experiments, we

used a margin size of 32 pixels.

4. Experiment and Evaluation

In our experiments, we evaluate our proposed

algorithm using the following MPEG standard test

video sequences: Flower Garden, Horse Riding and

Table Tennis. The object of interest is manually

defined in the first frame, and then the proposed

algorithm is used to automatically segment the ob-

ject. The number of codebook vectors depends on

the size of the object to be segmented. In our ex-
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periments, we employ one codebook vector for ev-

ery 128 pixels of the rectangular window (described

at the end of Section 3) that encloses the object of

interest. Thus, a rectangular window of size 256

× 256 will require 512 codebook vectors. The seg-

mentation accuracy is evaluated by comparing the

segmentation result of our proposed algorithm with

that of manual segmentation 1. The segmentation

error for each frame is given by the following for-

mula:

error =
total number of misclassified pixels

total number of pixels in a frame
(13)

Figure 5, 6, and 7 show the error rate compar-

ison between previous algorithm (without motion)

and proposed algorithm (with motion).

5. Conclusion and Future Work

This paper proposed a framework of video ob-

ject segmentation using spatial (pixel position), col-

or (YUV) and motion features. We use phase-based

image matching with hierarchical search method to

provide motion vectors. Our proposed approach is

more robust to video sequences which have simi-

lar color between object and background, and the

movement of video object is too fast. We found

that by moving all codebook vectors spatial compo-

nents with respect to their motion vectors, we can

omit adjusting parameter K for weigh adjustment

of color feature. In the LVQ training step, we do

not train codebook vectors with valid motion vec-

tors for 4 until 5 subsequence frames, which will

reduced computation time. Experimental result-

s demonstrate that our proposed algorithm gives

more robust segmentation than the previous method.

Nevertheless, some motion vectors with low POC

1We manually segmented all frames of each video se-

quence that was used in our experiments

peak level (T < 0.5) occur. These motion vectors

are consider as not valid motion vectors which will

reduce the performance of segmentation.

Our next plan is to develop an algorithm to de-

cide the replacement value for not valid motion vec-

tor. We also plan to implement our algorithm into

real worlds applications.
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Fig. 4　 Video object segmentation flowchart.
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Fig. 5　 Frame-by-frame error rate for Horse Rid-

ing video sequence without and with motion vec-

tors.
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Fig. 6　 Frame-by-frame error rate for Table Ten-

nis video sequence without and with motion vec-

tors.
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Fig. 7　Frame-by-frame error rate for Flower Gar-

den video sequence without and with motion vec-

tors.
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Horse Riding video sequence at frame 2, 50, 100, 150 and 176

Segmentation results without motion vectors

Segmentation results with motion vectors

Flower Garden video sequence at frame 2, 15, 27, 35 and 40

Table Tennis video sequence at frame 2, 40, 80, 120 and 150

 Segmentation results without motion vectors

Segmentation results with motion vectors

 Segmentation results without motion vectors

Segmentation results with motion vectors

Fig. 8 　 Video Object segmentation results without and with motion vector for video sequence Horse

Riding, Flower Garden and Table Tennis.
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