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An Improved Technique for LVQ-Based Video Object Extraction
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This paper presents a semi-automatic algorithm
for video object extraction, in which a semantic ob-
ject of interest is defined in advance in a key frame
provided by human. For ordinary video frames,
the specified video object is tracked and segmented
automatically using Learning Vector Quantization
(LVQ). This paper also presents a technique for
improving extraction performance of the proposed
algorithm and reducing computation time. Ex-
perimental evaluation using MPEG standard test
video sequences demonstrates that the proposed al-
gorithm is able to extract the video object with low

error.

1. Introduction

Today, multimedia users are no longer satisfied
to be just passive observers of visual presentation.
They want more experiences by interacting with
the content of multimedia data they are viewing.
The video standards defined by MPEG-4 and MPEG-
7 provide standardized technology for represent-
ing and manipulating video data, to address this
need!). MPEG-4 offers object-based representa-
tion and compression of video, thus enabling var-
ious content-based functionalities for new types of
content-based applications, while MPEG-7 provides
us with a structured meta-data description for se-
mantically rich media content, along with support
for multimedia database indexing. Object-based
video processing is required to fully make use of
these advanced functionalities. Furthermore, object-

based technology is also important for computer vi-
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sion applications including gesture understanding,
image recognition, augmented reality, etc. How-
ever, extracting the shape information of seman-
tic objects from video sequences is a very difficult
task, since this information is not explicitly pro-
vided within the video data.

Many video object extraction algorithms have
been proposed over the years to overcome this diffi-
culty. These algorithms are generally classified into
two types i.e., automatic extraction (e.g., 2)) and
semi-automatic extraction (e.g., 4)). Automatic
object extraction is usually based on special charac-
teristics of the scene or on specific knowledge (i.e., a
priori information) such as colors, textures and mo-
tions. However, it is very difficult to automatically
extract a semantically meaningful object, since the
object may have multiple colors, textures and mo-
tions 3). As as a trade-off between automatic seg-
mentation and manual segmentation, many semi-
automatic object extraction methods that incorpo-
rate interaction of user have been proposed.

Our algorithm for video object extraction be-
longs to semi-automatic approach and applicable
for generic video sequences 8 7 & 9 10), The track
mechanism is based on LVQ (Learning Vector Quan-
tization) 11), which provides optimal class decision
for distinguishing between the object of interest
and the background. We use LVQ codebook vectors
to maintain the class of each region for tracking the
semantic object. Each pixel of a video frame is rep-
resented by a 5-dimensional (5-D) feature vector in-
tegrating spatial and color features. Spatial feature
refers to pixel position in 2-D coordinates, while
color feature is represented by YUV color space
components. We choose this combination of color
and spatial features because they are generic low-

level features that are easily applicable to a wide
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Fig. 1 TIlustration of the practical application of
proposed algorithm using key frame provided by

- human.

range of video sequences.

In this paper, we also present that the extraction
performance of the proposed algorithm is improved
by tracking the semantic object using only code-
book vectors defined around the object. By selec-
tively using codebook vectors, we are able to reduce
computation time. Experimental evaluation using
MPEG standard test video sequences demonstrates
significant extraction performance of the improved

algorithm compared with our previous one.

2. LVQ-Based Video Object Ex-

traction System

This section describes a video object extraction
algorithm using Learning Vector Quantization (LVQ).
Our approach requires a “key” frame in which the
semantic object of interest is manually defined by
the user. In the key frame, each pixel is represented
by a 5-D feature vector with a specific class label
(object or background). LVQ is used to approx-
imate the object boundary, where the LVQ code-

book vectors are trained by the 5-D feature vectors
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Fig. 2 Flowchart of the proposed system.

of the key frame. In the next frame, the LVQ code-
book vectors are used to classify the pixels into ob-
ject class or background class in order to identify
the object of interest thus propagating the semantic
information. The classified pixels are then used to
update the LVQ codebook vectors for segmenting
subsequent frames. This process is repeated until
the end of the video sequence.

The system flowchart is shown in Fig. 2. The
LVQ codebook vectors are trained in the key frame
to approximate the object shape. For the subse-
quent frames, the object is segmented automati-
cally. For each frame, the LVQ éodebook vectors
obtained in its previous frame are used to classify
the pixels of the current frame into object or back-

ground. The classified pixels are then used as train-

Fig. 3 Codebook vector initialization: (a) code-
book vectors used in the previous algorithm, (b)
codebook vectors used in the proposed algorithm.

ing data for supervised learning to update the LVQ
codebook vectors for segmenting the next frame,
hence propagating the semantic information. This
process is repeated until the last frame.

In order to reduce computation time, instead of
using all the pixels of the video frame, we previ-
ously employed a rectangular window that encloses
the object of interest by a small margins). How-

ever, the object pixel is sometimes misclassified as

- background, since the object of interest can not be

represented as a rectangular window. In this pa-
per, we use a region fitting the object of interest
as shown in Fig. 3. where the region has a small
margin. This region is generated from the extrac-
tion result of the previous frame which is applied
the morphological filter (dilation) to have a mar-
gin. We can reduce the number of codebook vec-
tors, reduce the computation time and improve the
extraction performance of the algorithm.

Described below are the steps of the flowchart in
Fig. 2.

A. Manually define the object of interest

The semantic object is manually defined with
user assistance in a particular key frame. FEach
pixel of the key frame is manually classified as ei-
ther “object” or “background”. This manual seg-

mentation provides the initial training data for the
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LVQ codebook vectors in Step D.
B. Normalize feature vectors

Each pixel of the key frame is represented by a
5-D feature vector z = (p, ¢, Ky, K, Kv), where
pixel coordinates (p, ¢) and YUV color components
(y. u, v) are integrated together to form a single fea-
ture vector after normalization process to prevent
domination by any one fea.ture 6). The parame-
ter K is used to adjust the balance between pixel
coordinates and YUV color components.

C. Initialize LVQ codebook vectors

Initialization of codebook vectors is done by ran-
domly choosing N pixels from the key frame as
codebook vectors. Each codebook vector is as-
signed the majority class label of pixels within its

Voronoi region.

D. Train LVQ codebook vectors

Training of codebook vectors is performed to learn
the shape of the segmented object. The codebook
vectors are trained using OLVQI algorithm 11 6),
We use 20,000 total training steps and the initial
learning rate «;(0) is 0.4 for all codebook vectors
m;.

E. Get the next frame

The next frame in the temporal segment is loaded.
F. Normalize feature vectors

The feature vectors of the loaded video frame are
normalized.

G. Pixel-wise classification by VQ

Pixel-wise classification of the video frame into
object class or background class is done to cre-
ate the segmentation result. The VQ-based clas-
sification is carried out using the codebook vectors
trained in the previous frame. Each pixel is labeled
object or background depending on the class of its
nearest codebook vector.

H. Removal of segmentation noise

Color similarities between the background and
the object may sometimes result in segmentation
noise in the form of small, scattered disjoint re-
gions. This is because the projection of a 5-D
Voronoi region onto 2-D image plane is not nec-
essarily continuous. To reduce this noise, we intro-
duce a post-processing step using median filtering
for removing the small regions. Thus, we obtain

the segmented object.

I. End of temporal segment?

The algorithm terminates if the end of the tem-
poral segment is reached. Otherwise, the segmen-
tation result of Step G is used to update the LVQ
codebook vectors for classifying the next frame (re-

peat from steps D to H).

3. Experiments and Discussion

In our experiments, we evaluate our proposed al-
gorithm using the following MPEG standard test
video sequences: Claire, Horse Riding and Table
Tennis. The object of interest is manually defined
in the first frame, and then the proposed algorithm
is used to automatically extract the object of inter-
est. The number of codebook vectors depends on
the size of the object to be extracted.

The extraction accuracy is evaluated by compar-
ing the extraction result of our proposed algorithm
with that of manual segmentation (ground truth).
We manually extracted all frames of each video se-
quence that was used in our experiments. The ex-
traction error for each frame is given by the follow-
ing formula:

MO + AB

o5 x 100% 1)

€rror =

where MO (Missing Object) is number of pixels
of misclassified object as background, AB (Added
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Fig. 4 Frame-by-frame error rate for Claire se-

quence.
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Fig. 5 Frame-by-frame error rate for Table Tennis

sequence.

Background) is number of pixels of misclassified
background as object, and OB is ground truth ob-
ject’s 12)  The extraction quality is directly depen-
dent on the value of the parameter K 6). In this
paper, we employ the best value of K determined
empirically. As for the previous algorithm, K = 3.7
for Claire, K = 3.6 for Horse Riding, and K = 0.7
for Table Tennis, respectively. As for the proposed
algorithm, K = 3.2 for Claire, K = 2.7 for Horse

Riding, and K = 1.2 for Table Tennis, respectively.
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Fig. 6 Frame-by-frame error rate for Horse Rid-

ing sequence.

Figures 4. 5 and 6 show the frame-by-frame error
rate for each sequence. The proposed algorithm
exhibits lower error rate than that of the previous
algdrithm. Table 1 shows the mean error rate of
all the frames for each video sequence. Figures 7, 8
and 9 show some images of extracted video object
along with the original images.

Table 2 shows the average number of codebook

vectors for previous algorithm and the proposed al-

~ gorithm. The number of codebook vectors used in

the proposed algorithm is much less than that of
the previous algorithm. Table 3 shows the compu-
tation time of the previous algorithm and the pro-
posed algorithm. In the cases of Claire and Horse
Riding, the computation time of the proposed al-
gorithm is much faster than that of the previous
algorithm.

As is observed in the above experiments, the pro-
posed algorithm is useful for extracting the video

object compared with the previous algorithm.



(©

Fig. 7 Object extraction results for Claire sequence: (a) original images, (b) extraction results of the

previous algorithm and (c) extraction results of the proposed algorithm.
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Fig. 8 Object extraction results for Table Tennis sequence: (a) original images, (b) extraction results of

the previous algorithm and (c) extraction results of the proposed algorithm.



Fig. 9 Object extraction results for Horse Riding sequence: (a) original images, (b) extraction results of

the previous algorithm and (c) extraction results of the proposed algorithm.

Table 1 Performance evaluation for video se- Table 3 Computation time.
quences. Sequence Previous Algorithm | Proposed Algorithm
: [sec./frame] [sec. /frame]
Sequence Previous Algorithm Proposed Algorithm Claire 5.49 2.76
Mean Error (%] Mean Error [%] Table Tennis 1.94 1.88
Claire 0.60 0.61 Horse Riding 4.10 1.54
Table Tennis 32.60 7.81
Horse Riding 3.12 2.53

Table 2 Average number of codebook vectors.

Sequence Previous Proposed Reduction Rate
Algorithm | Algorithm (%]
Claire 1450 578 40
Table Tennis 332 120 36
Horse Riding 952 290 30

4. Conclusion

This paper present a video object extraction al-

gorithm using Learning Vector Quantization (LVQ).

Each pixel of a video frame is represented by a 5-
D feature vector combining both spatial and color
information. The object of interest is manually de-
fined by a user in the key frames. For frames be-

tween the key frames, LVQ codebook vectors are

used to classify the pixels into object or background.

The object extraction performance is improved by

selecting the codebook vectors around the object of
interest. We have demonstrated that the proposed
algorithm can archive consistent extraction of an

object of interest.
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