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1. Introduction

Television commercials (TVCMs) provide vari-
ous information about products and services to sell
them [1]. TVCMs reflect the social situation and
trend at that time. These often affect people and
social culture. We consider that investigating many
TVCMs is effective for social analysis. Thus, we
have investigated a semiautomatic system for clas-
sifying TVCMs. This implementation has been
based on the models of convolutional neural net-
works (CNNs) [2] and recurrent neural networks
(RNNs) [3]. TVCM classification based on image
recognition using convolutional neural networks
essentially needs to prepare many training data, that
is, many TVCMs. Unfortunately, it is difficult to
collect TVCMs because there seems no such kind
of open database. Therefore, in order to make the
neural network training more efficient with not so

many TVCMs, we propose adding Supplementary
Data, like in Figure 1, to support TVCM classifica-
tion. In this paper, we propose to employ Semantic
Segmentation and Depth Estimation as Supplemen-
tary Data.

Fig. 1　One example of Supplementary Data.
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2. Neural Network

The neural network is a computing system mod-
eled on humans on the brain and nervous system,
often used in pattern recognition, such as charac-
ter recognition and speech recognition. A neural
network consists of multiple node layers, including
an input layer, one or more hidden layers, and an
output layer.

2.1 Convolutional Neural Network

Convolutional Neural Network (CNN) is one of
the neural networks with deep learning [2,4]. This
is often used for image recognition. CNN consists
of convolutional layers and pooling layers. The
convolutional layer outputs feature maps from the
input array. The pooling layer takes the output of
the convolution layer as input and summarizes the
values in a relatively small specific region. In this
research, the maximum value is used as a summary.

2.2 Recurrent Neural Network

Recurrent Neural Network (RNN) is also one
of the neural networks with deep learning. This
method is often used to recognize time-series data.
Units in the RNN are used recursively. This means
the output of the units is input into the same unit
along with the next data, as shown in Figure 2.
There are several types of units, and Long Short-
term Memory (LSTM) is one of them [3]. LSTM
can hold output before the previous turn, but simple
units cannot.

3. Supplementary data

In classification with only images extracted from
TVCMs, the training of a neural network is not
good in accuracy, efficiency, and generalization
performance, which means that it could not adapt
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Fig. 2　Recurrent Neural Network example.

appropriately to data the network has not seen. 1In
addition, the training needs a large amount of data.
However, there is a limit to the number of TVCM
videos we can collect. Therefore, we consider cre-
ating data which assist the training of neural net-
works and input them along with the original. We
call this created data ”Supplementary Data.”

Supplementary Data correspond to the images
extracted from the TVCM videos. Figures 1 and 3
show examples of Supplementary Data. We con-
sider it very important how to represent Supple-
mentary Data. In the early stages of our research,
we considered developing a neural network of gen-
erators of Supplementary Data, as shown in Figure
4. However, U-net [5, 6] and GAN [8], known
as standard generators, require large amounts of
training datasets and high-performance GPUs for
development. Then, we considered that it was dif-
ficult to develop an original Supplementary Data
generator using our available resources.

Therefore, we considered using the existing struc-
ture to create Supplementary data. Using this data
aimed to reduce our workload and create a large
amount of good-quality data. In this research, We
considered two types of supplementary data.
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Fig. 3　 Image extracted from a TVCM video.
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Fig. 4　Our first idea for classification network
structure using the supplementary data generator.

3.1 How to adapt supplementary data

We need to consider first the way to adapt supple-
mentary data to the neural network. Our first idea
was to input supplementary data into the neural net-
work as the fourth channel of the original image, as
shown in Figure 5. However, we observed that this
would not maximize the impact of supplementary
data. We consider that this is because the origi-
nal images and the supplementary data represent
different aspects. Therefore, we decided to input
the Supplementary Data into another independent
CNN and combine its output with the output of the
CNN of the original image.

To achieve this, we add the output of the pooling
layer of the CNN of the Supplementary Data, which
we call the Supplementary Stream, to the output of
the pooling layer of the CNN of the original data,
which we call the Original Stream, as shown in
Figure 6. This addition is to increase the value
of the pixels in the original image to which the
Supplementary Data points. This method makes
it easier for the neural network model to recognize
features.

Neural
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Fig. 5　First idea for adapting supplementary data
for input to the neural network.
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Fig. 6　 CNN structure to adapt supplementary
data.

3.2 Semantic Segmentation Supplementary
Data

Semantic segmentation [7] predicts classes of
objects to which a single pixel belongs shown in
Figure 1. We used the DeepLabV3 model with
ResNet-101 in PyTorch vision API for our seman-
tic segmentation [9]. This model can classify a
pixel into 21 classes. Figure 7 is an example of the
semantic segmentation.

The Supplementary Data based on the seman-
tic segmentation is to help the neural network to
understand the main object of input images. We
aimed to improve accuracy and training efficiency
with this Supplementary Data.

Fig. 7　An image of semantic segmentation.

3.3 Depth Estimation Supplementary Data

Depth Estimation recognizes the input image and
estimates the distance from the shooting position to
the object [10]. In this study, we used a model of
monocular depth estimation model, which is called
Midas. Figure 8 is an example of the depth estima-
tion. The depth estimation data will enable us to
clarify the shapes of objects in front of the image.
We also expect to improve accuracy and training
efficiency with this Supplementary Data.

Fig. 8　An image of depth estimation.

4. Experiment

In the experiments in this paper, we trained neural
network models on each type of Supplementary
Data. After that, we compared the evaluation of
these models using a test dataset.

4.1 Dataset

We prepared 600 TVCMs. These have two cate-
gories: “Car” and “Drink.” Each category has 300
TVCMs. We extracted 30 images from one TVCM
video.

For Semantic Segmentation Supplementary Data,
we input the 30 images extracted from one TVCM
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video into the Semantic Segmentation network.
The raw output of the Semantic Segmentation net-
work is the label numbers of the classes. If this
output were directly used, the difference in values
would represent some specific meaning. Therefore,
we decided to use a color palette to represent the
classes.

For Depth Estimation Supplementary Data, we
input the 30 images extracted from one TVCM
video into the Depth Estimation network. The out-
put values are normalized between 0 and 1.

4.2 Neural Network Model

In our approach, we used Convolutional Recur-
rent Neural Network (CRNN) as in Figure 9. Im-
ages extracted from an input video are processed
by convolution and pooling layers as the first step.
Feature maps are passed to the input of LSTM units.
After that, full-connected layers output the classifi-
cation result. The supplementary data is input into
another stream separated from the original image
stream. Output values of each pooling layer on the
Supplementary Stream are added to the output of
the pooling layer on the original stream of the same
size. About LSTM, we used the Backward LSTM
and Bi-LSTM [3]. We consider that this struc-
ture can find highly accurate temporal features be-
cause humans sometimes understand the meaning
of commercials by going backward.
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Fig. 9　 Neural network structure with supple-
mentary data.

4.3 Training

We used 600 TVCMs we collected and divided
them into five groups. Four groups were used for
training, and the remaining one group was used as
the evaluation dataset. We trained and evaluated
five different dataset combinations for training and
testing. We then compute the average of the test
results for each type of data set. We forced the
neural network to train for 25 epochs. The batch
size is 32.

5. Result and Conclusion

Models using Semantic Segmentation Supple-
mentary Data and Depth Estimation Supplemen-
tary Data were trained successfully, as shown in
Figures 10, 11, and 12. In our experiment, results
shown in Table 1 show that the model using Seman-
tic Segmentation Supplementary Data produced
better accuracy results than the model using Depth
Estimation Supplementary Data. We considered
that this result was caused by the fact that the out-
line of the objects represented by the Depth Estima-
tion Neural Network is often unclear. Models using
Supplementary Data produced more accurate clas-
sifications than the model without Supplementary
Data. According to efficiency, the results in Table 2
show that the number of parameters of each model
using Supplementary Data increased by 12%, and
the training time increased by 50% than models
without Supplementary Data. However, about the
number of epochs required for the accuracy rate
to exceed 90% for the first time during training,
as shown in Table 3, the models using Semantic
Segmentation Supplementary Data and Depth Es-
timation Segmentation Supplementary Data were
less than the model without Supplementary data.
Therefore, we considered that supplementary data
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is effective in terms of learning efficiency and ac-
curacy in our neural network structure.

6. Future Work

In this research, we found that Supplementary
Data is effective in classifying TVCMs. Thus, it
is necessary to consider the structure of the neural
networks that can use Supplementary Data more
effectively. In particular, we need to improve the
CNN part by referring to structures such as VGG
[11] and ResNet [12]. In addition, we classified
two classes in this research: ”Car” and ”Drink.” It
is necessary to add other classes and evaluate them,
such as Food, Cosmetic items, and more.
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Fig. 10　Training progress of model without Supplementary Data.

Architecture Loss(average) Accuracy(average)
No Supplementary Data 0.58 0.83

Semantic Segmentation Supplementary Data 0.42 0.93
Depth Estimation Supplementary Data 0.70 0.88

Table 1　Averages of the evaluation score.

Architecture Parameters Training Time(seconds)
No Supplementary Data 23,871,810 128

Semantic Segmentation Supplementary Data 26,734,082 177
Depth Estimation Supplementary Data 26,733,506 180

Table 2　Trainable parameters and training time.
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Fig. 11　Training progress of model using Semantic Segmentation Supplementary Data.

Fig. 12　Training progress of model using Depth Estimation Supplementary Data.

Architecture Step over 90% accuracy
No Supplementary Data 13.60

Semantic Segmentation Supplementary Data 3.74
Depth Estimation Supplementary Data 8.28

Table 3　The average number of epochs required for Accuracy rate to exceed 90% during training.

– 8 –


